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A B S T R A C T

Unmanned Aerial Vehicles (UAVs) equipped with optical sensors have transformed remote sensing in vegetation 
science by providing high-resolution, on-demand data, enhancing studies in forestry, agriculture, and environ
mental monitoring. However, accurate radiometric calibration of UAV imagery remains challenging. A common 
practice, using a single calibration target while holding the UAV-mounted camera close above it, is being crit
icized as the hemisphere is invisibly shaded and the reference images are not collected under flight conditions. 
ReflectDetect addresses these challenges by allowing in-flight radiometric calibration through automated detec
tion via two different approaches: 1) a geotagging approach leveraging high-precision coordinates of the 
reflectance targets and 2) AprilTag based detection, a visual fiducial system frequently used in robotics. A brief 
statistical analysis and example data is provided to reassure the quality of the calibration results. ReflectDetect is 
available through a command-line interface and open-source (https://github.com/reflectdetect/reflectdetect). It 
now enables users to design new in-flight calibration studies to eventually improve radiometric calibration in 
applied UAV remote sensing.

1. Metadata

Nr Code metadata description Metadata

C1 Current code version v0.1.13
C2 Permanent link to code/repository 

used for this code version
https://github.com/reflectdetect/refl 
ectdetect

C3 Permanent link to reproducible 
capsule

n.a.

C4 Legal code license GPL-3.0 license
C5 Code versioning system used git
C6 Software code languages, tools and 

services used
Python, VBScript

C7 Compilation requirements, 
operating environments and 
dependencies

ExifTool (https://exiftool.org/)

C8 If available, link to developer 
documentation/manual

https://reflectdetect.readthedocs.io/e 
n/latest/

C9 Support email for questions lucajoshua.francis@stud.uni- 
goettingen.de, okole@ifz-goettingen. 
de, rheim@uni-bonn.de

2. Motivation and significance

UAVs have transformed remote sensing in vegetation science by of
fering centimetre-level spatial resolution, on-demand temporal flexi
bility, and multi-sensor integration that surpass close-range, airplane- 
based, and satellite-based methods [1]. UAVs equipped with optical 
sensors produce multi-band raster data, enabling relevant applications 
in forestry, agriculture, and environmental studies, such as plant health 
monitoring, biomass estimation, and crop yield prediction, supporting 
sustainable management practices [2]. To effectively study these dy
namic landscapes, consistent and comparable time-series data are 
essential, which is achieved through accurate radiometric calibration 
and the resulting reflectance factors. Currently, the majority of studies 
are implementing consumer-friendly 2D snapshot multi-cameras such as 
the Parrot Sequoia, MicaSense RedEdge and Maia S2 that are all avail
able for €15,000 or less. However, the normalization of dynamic illu
mination conditions in UAV remote sensing still poses a problem as the 
calibration methods that these commercial systems are complementing 
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are not sufficient [1,3].
A common method to obtain reflectance factors is the empirical line 

method (ELM), which involves placing a set of radiometric reference 
targets in the studied scene and using their known spectral reflectance 
response, in combination with an absolute radiometric calibration, to 
convert digital sensor readings to reflectance factor values [1]. Although 
some studies propose multipoint ELM-based methods [21–23], in prac
tice, the simplified ELM (sELM), which uses only a single reflectance 
target, is more commonly applied. The sELM requires users to hold their 
drone, with the camera attached, close to the calibration target. If this is 
done without care, direct shading can occur and severely affect the 
calibration result. However, even when direct shading is avoided, the 
drone covers a large part of the hemisphere, blocking the diffuse and 
direct portions of light that the camera should fully perceive at that 
moment [1]. Further, to account for atmospheric and topographic var
iations, at least two reference targets should be used to cover the desired 
range of reflectance values, typically 0–50 % for vegetation [1,4]. Using 
more than two targets reduces uncertainties and helps assess sensor 
linearity, improving the accuracy of reflectance measurements. To avoid 
these problems for robust calibration, in-flight calibration is suggested 
[5–8]. Most methodologies developed for in-flight radiometric calibra
tion are still predominantly manual or semi-automated [3], despite the 
fact that manual and semi-automated methodologies are inherently 
time-consuming and susceptible to error. This underscores the necessity 
to develop fully automated calibration workflows. Although approaches 
such as the one proposed by Ban and Kim [9], using homogeneity and 
variance filtering for automated reflectance target detection and the 
ELM for calibration—are steps toward automation, they are still 
semi-automated and not open-source, limiting their broader adoption.

To overcome the limitations of the sELM for radiometric calibration, 
we are proposing ReflectDetect, a fully automated software tool that al
lows in-flight radiometric calibration in UAV remote sensing. It offers 
two modules to facilitate the detection of custom-built or commercially 
available reflectance targets. The first module harnesses the now 
frequently used and widely available professional-grade sub-centimeter 
accuracy of RTK-GNSS receivers and allows the automated detection of 
the useŕs calibration targets. While this module integrates well in the 
later stages of the image processing pipeline when raw images have 
already been processed into georeferenced orthophotos, the second 
module allows for calibration directly using the raw images at the start 
of the pipeline. It innovatively uses AprilTags, a visual fiducial system 
that is frequently used in robotics, for target detection [10]. AprilTags 
robustness against false positive detections makes them ideal for UAV 
mapping applications and calibration target detection. Both modules 
allow for calibration of the collected imagery whenever calibration 
targets are visible in the scene, minimizing uncertainty caused by 
environmental variability during the flight mission. In cases where tar
gets are not present in the imagery, ReflectDetect uses linear interpola
tion between the calibration values of the nearest available images that 
contain targets to find consistent calibration data across varying con
ditions mid-flight. This method assumes that environmental factors, 
such as cloud cover and lighting, change gradually, making linear 
interpolation a reasonable approach to bridging calibration gaps. While 
rapid, localized changes could introduce some deviations, linear inter
polation remains the most effective balance between accuracy and 
practicality, as alternative methods such as averaging calibration values 
or employing higher order interpolation either ignore gradual variations 
or demand more frequent calibration events than are available. Pack
aged in a user-friendly, open-source command-line interface (CLI), this 
solution simplifies the calibration process, reduces human error, and 
enhances efficiency.

3. Software description

ReflectDetect enables users to automatically detect reflectance targets 
within aerial imagery and use the extracted intensities of these targets 

for radiometric calibration. ReflectDetect does not evaluate the quality of 
reflectance targets. Therefore, some general knowledge about radio
metric calibration is helpful when using this tool. The ReflectDetect 
workflow and functions, written in Python 3, are outlined below. For a 
comprehensive overview of the implemented functions, the user can 
consult the documentation in the online repository1 (https://github.co 
m/reflectdetect/reflectdetect). Example datasets for each module (i.e. 
geolocation module and AprilTag module) are provided for reproducible 
testing. In the example data, 1.4 × 1.4 m square-shaped reflectance 
targets at 3 %, 21 % and 56 % have been used (Fig. 1). Either of the two 
modules, depending on the type of input, can be used to detect cali
bration targets in the imagery. The intensities of the calibration targets 
are extracted in each image where geolocations or AprilTags are 
detected. Thus, each image can be radiometrically calibrated individu
ally using our multipoint ELM. When some images do not contain cali
bration targets, linear interpolation is used to find approximate intensity 
values. The calibrated reflectance images are then saved for further 
analysis.

3.1. Software architecture

3.1.1. The geolocation module
The geolocation module (Table 1) works on georeferenced ortho

photos as band-stacked images and leverages user-provided precise 
geographic coordinates of the calibration targets. In testing, the photo
grammetry software Metashape2 was used to generate stacked and 
georeferenced orthophotos. This module supports any polygonal target, 
provided that all corner coordinates are accurately measured and sup
plied. ReflectDetect begins with the identification of calibration targets 
within the orthophotos by examining the geotagged coordinates of each 
corner of the reflectance targets. If a target is only partially visible, our 
method might try to collect intensity values outside the data region of 
the image, because the .tiff image files typically used to save the 
georectified image data can include regions without data. To ensure 
these irrelevant values can be excluded from further calculations by our 
program, an appropriate no-data value (e.g., 0, 65,535) based on the 
value of the no-data regions in the .tiff files needs to be set by the user. 
For each image with visible targets, the system extracts the mean in
tensity values for each spectral band at the target’s location. To save 
memory during execution, the dataset is split into batches of the mini
mal size that still allows for correct interpolation.

3.1.2. The AprilTag module
By deploying AprilTags containing unique IDs next to the calibration 

targets in the experimental scene, each target can be detected using its 
associated AprilTag. Thus, the AprilTag module (Table 2) allows for 
target detection and calibration without the need for preprocessing of 
images. A detector3 based on Wang and Olson [10] scans each image for 
AprilTags and ReflectDetect associates the detected tags with the cali
bration targets using the predefined mapping of IDs to targets. The tag is 
positioned adjacent and centered to the side of its associated target, 
making it possible to find the corners of the target using vector math 
based on the known dimensions of the tag and target. Because of this 
approach, targets are expected to be rectangular. Since each target is 
linked to a unique ID, they can be independently detected.

In the example data, the tag family tag25h94 is used. All tags were 
printed at A1 size. These properties are based on preliminary manual 
testing, as well as reported maximum detection ranges.5 While detection 

1 https://github.com/reflectdetect/reflectdetect
2 Agisoft LLC, St. Petersburg, Russia
3 https://github.com/robotpy/mostrobotpy
4 https://github.com/AprilRobotics/apriltag-imgs/tree/master/tag25h9
5 https://doc.rc-visard.com/latest/en/tagdetect.html6https://github.com/m 

icasense/imageprocessing/blob/master/

L.J. Francis et al.                                                                                                                                                                                                                               SoftwareX 30 (2025) 102150 

2 

https://github.com/reflectdetect/reflectdetect
https://github.com/reflectdetect/reflectdetect
https://github.com/reflectdetect/reflectdetect
https://github.com/robotpy/mostrobotpy
https://github.com/AprilRobotics/apriltag-imgs/tree/master/tag25h9
https://doc.rc-visard.com/latest/en/tagdetect.html
https://github.com/micasense/imageprocessing/blob/master/
https://github.com/micasense/imageprocessing/blob/master/


errors were not a problem during testing, these properties should only be 
seen as a starting-off point for future research and were chosen with only 
the circumstances of this study in mind.

3.1.3. The radiometric correction module
We implemented radiometric correction based on Micasense rec

ommendations6 in ReflectDetect. This included unbiasing images by ac
counting for the dark pixel offset, compensating for imager-level effects, 
compensating for optical chain effects, normalizing images by exposure 
and gain settings, amd converting to a common unit system (radiance).

3.2. Software functionalities

3.2.1. CLI arguments for intra-processing adjustments
ReflectDetect provides a flexible CLI that allows users to adjust many 

key parameters to fine-tune the detection and calibration process. Dur
ing processing, the user can reduce the detected target area (default: 80 
%), focusing on the central region to avoid edge bleeding and improve 
the accuracy of mean Digital Number (DN) extraction. Multiple argu
ments specific to the AprilTag module allow for the correction of 
incorrectly placed tags, for example, changing the expected rotation of a 
tag or the expected distance between the tag and the target. To allow the 
user to ensure correct detection and calibration of the imagery, a debug 
mode is accessible. If the debug mode is enabled, verbose information 
about the execution of the workflow is displayed and figures with 

Fig. 1. Three detected calibration targets with solid-colored bounding boxes. Dotted lines show the areas where DNs were extracted. Colored dots indicate the 
positions of the corresponding April-Tags.

Table 1 
Pseudocode for the geolocation module.

Algorithm 1 Geolocation Module: Input Validation

1: Procedure GEOLOCATION MODULE (args)
2: Load dataset from args
3: Validate orthophoto and dataset folders
4: Validate target properties and geolocation files
5: Validate the connection between target locations and properties
6: End procedure

Algorithm 2 Geolocation Module: Main Processing

1: Procedure START
2: Load all orthophoto paths
3: Detect targets visible in each photo
4: Split photos into batches based on visibility
5: For each batch in batches do
6: Extract intensities from visible targets
7: Interpolate intensities
8: Fit model using the ELM method
9: Convert orthophotos to reflectance using fitted model
10: Save converted orthophotos
11: End for
12: End procedure

Table 2 
Pseudocode for the AprilTag module.

Algorithm 3 AprilTag Module: Input Validation

1: Procedure APRILTAG MODULE (args)
2: Initialize EXIFTool
3: Load dataset from args
4: Validate dataset folder and images folder
5: Validate target properties and tag size
​ Load AprilTag detector and configure tag family
6: End procedure

Algorithm 4 AprilTag Module: Main Processing

1: Procedure START
2: Load all image paths
3: Split images into batches based on number of bands
4: For each batch in batches do
5: Extract intensities from AprilTag detection
6: Interpolate intensities
7: Fit model using the ELM method
8: Convert orthophotos to reflectance using fitted model
9: Save converted orthophotos
10: End for
11: End procedure

L.J. Francis et al.                                                                                                                                                                                                                               SoftwareX 30 (2025) 102150 

3 



detected targets and bounding boxes (Fig. 1), are generated for review. 
Additionally, debug mode will display a graph of the temporal inter
polation (Fig. 2).

3.3. Sample code snippets analysis

Sample code is provided on our github repository: https://github.co 
m/reflectdetect/reflectdetect

4. Illustrative example

The supplementary material contains further visualizations (S1), a 
workflow (S2), and a video explaining the usage of ReflectDetect.

5. Impact

We are providing ReflectDetect, an automated dual-module system 
for radiometric calibration of UAV imagery, by integrating geolocation 
and AprilTag detection of reflectance calibration targets. The geo
location module uses geographic coordinates embedded within geore
ferenced orthophotos to detect calibration targets and reliably extracts 
intensity data. While this approach facilitates the robust detection of 
reference targets, it depends on the accuracy of coordinate points that 
must be collected in combination with the reflectance targets and the 
quality of the preceding orthorectification workflow. Errors in the 
collected coordinates and changes applied by the orthorectification 
software can affect target detection and therefore calibration results. 
Because the software tools that provide orthorectification workflows are 
criticized for their black-box nature [5], we recommend the use of the 
AprilTag module to work directly on the raw image data. It provides an 
innovative approach for reflectance target detection using AprilTags, 
fiducial markers that are now widely used in other fields such as local
ization of autonomous systems [11]. AprilTag detection rates have been 
thoroughly studied and are robust even under extreme observation 

angles [10]. For validation, our reflectance calibrated spectral signa
tures have been compared against the sELM, that is provided along with 
commercial 2D snapshot multi-cameras such as the Micasense camera 
series.6 We performed a two-way ANOVA on a dataset of 500 spectra to 
evaluate the effects of calibration type (Fig. 3; AprilTag, Geolocation, 
sELM) and band (B = blue, G = green, R = red, RE = red edge, NIR =
near-infrared), as well as their interaction on reflectance values. Given 
the factorial design, we conducted a sliced ANOVA to assess the effect of 
the calibration method on reflectance within each band separately. 
Post-hoc pairwise comparisons with Bonferroni adjustment were per
formed using estimated marginal means within each band. For all bands 
(B, G, R, RE, NIR), there were significant differences between sELM and 
both the AprilTag and Geolocation methods (p < 0.0001). Differences 
between the AprilTag and Geolocation methods were not statistically 
significant across bands (p > 0.05). The effect sizes varied across bands, 
with the largest contrasts observed in the NIR and RE bands. These 
findings suggest that sELM consistently produced significantly different 
values compared to the other sources, whereas differences between the 
AprilTag and Geolocation methods were generally not significant. To 
assess the similarity in spectral shape we assessed the angular distance, 
defined as (d(A, B) = cos− 1(cosine similarity(A, B)) between the cali
brated spectral reflectance signatures. This metric captures the actual 
angle between vectors in the embedding space, with smaller values 
indicating greater similarity. This analysis was based on the same 
dataset (n = 500). The results indicate that the methods AprilTag and 
Geolocations consistently showed a small cosine distance (0.0098), 
suggesting high similarity. However, the reflectance signature resulting 
from the sELM method differs more substantially from both, the April
Tag (0.1011) and Geolocation method (0.1054). This indicates distinct 
spectral shapes. These findings align with the results of the ANOVA, 
where sELM consistently showed significant differences in spectral 
reflectance magnitude from the other two methods, while AprilTag and 
Geolocation remained similar across bands. The data and code used for 
the statistical analysis are available in our GitHub repository (see Sec
tion 3.3). In summary, our findings are in line with the findings of other 
research [5–7] and emphasized the need for in-flight radiometric cali
bration that can account for topographic and illumination variability. 
The presented ReflectDetect software now enables other researchers, 
after printing their own set of AprilTags or providing the coordinates of 
their in-scene calibration targets, to test reflectance calibration in 
different environmental settings, from different observation angles, and 
under different illumination dynamics.

5.1. Advantages of in-flight empirical line calibration

During testing, calibration targets were strategically placed to be 
captured multiple times during flights (see example data), to account for 
irradiance changes throughout the flight. Variation in illumination in
tensities during data capture presents a key challenge. To ensure accu
rate radiometric calibration, linear interpolation is used to create a more 
uniform spectral dataset, improving the quality of subsequent image 
analysis. Compared to the sELM method, where only a single calibration 
panel is used, before and after each flight mission, the ReflectDetect 
example data shows that the method achieves higher frequencies of 
detected reflectance targets and therefore reduces intervals between 
calibration events (Fig. 2).

ReflectDetect also offers several other advantages over the sELM 
approach. It avoids the shading and blocking of the hemisphere over the 
reflectance targets that occurs when the UAV is held directly above the 
targets at low altitude. Additionally, it eliminates the need for a down
welling light sensor (DLS), an irradiance sensor mounted on top of the 
drone. This kind of sensor has been used in different studies to improve 
on the calibration workflow [19,20]. While the DLS is intended to 

Fig. 2. Extracted (solid lines) and interpolated (dotted lines) intensities for two 
spectral bands across a sequence of images. The lines show intensity changes for 
3 different calibration targets during the whole flight.

6 AgEagle Aerial Systems Inc., Kansas, USA
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correct for changes in light intensities received by the sensor during 
flight, it was also found to be unreliable as the ground could receive a 
different amount of energy compared to the DLS due to clouds casting 
shadows from oblique illumination angles [1]. As ReflectDetect allows for 
continuous calibration target detection in each image, future research 
could focus on investigating whether placing additional calibration 
targets in the scene further increase the stability of radiometric cali
bration in the red edge and NIR bands as already shown in the provided 
example dataset. This could be important particularly for larger study 
areas.

5.2. Advantages of open-source software and modular extension of 
camera specific calibration functions

ReflectDetect uses MicaSense-specific calibration functions to correct 
lens distortions and other camera-specific effects inherent in the 
deployed imaging system. However, many other optical sensors are 
available, and each requires a sensor-specific calibration procedure to 
generate robust spectral data that can be compared within and across 
datasets and studies. In addition to the importance of using comparable 
datasets, transparency in workflow documentation is crucial for 
ensuring reliable and trustworthy scientific results. During the devel
opment of ReflectDetect, we discovered that Agisoft Metashape in
troduces a shift in pixel values when exporting individual orthophotos 
(not the orthomosaic). This shift led to significant discrepancies in 
calibration results, particularly in the magnitude of reflectance values. 
Identifying the source of these differences was not straightforward, and 
it was not until we compared pixel value distributions between the 
original images and those after export that we pinpointed the ortho
photo export as the cause. Agisoft Metashape may, by default, apply an 
automatic contrast adjustment after the orthophoto generation, which 
often goes unnoticed. These changes can improve the visual appearance 
of the orthophoto but also alter the actual distribution of pixel values. 
This can be problematic for quantitative analysis, as the original values 
may be distorted. To ensure the comparability of our calibration mod
ules, we applied quantile mapping to adjust the pixel value distribution, 
aligning it with the raw images. These findings not only led us to 
recommend the AprilTag module as the primary method to be used, but 
also highlighted how non-transparent processes in commercial software 
can negatively affect research outcomes. Solutions that strive for being 
user-friendly, transparent, and would be complementary with 

ReflectDetect are being developed [24], but are often not fully open.
We emphasize here that transparency and comparability are the 

foundations to scientific progress overall and necessitate a collaborative 
effort to provide FAIR (Findable, Accessible, Interoperable, and Reus
able) research tools for advancing goals in phenotyping [12], ecology 
[13], computational science [14], and plant pathology [15]. The 
implementation of open science standards for sharing data, code, and 
related research outputs has been a topic under discussion [16,17] while 
the 2016 guidelines on sharing data in a "FAIR" manner marked a key 
point in the reproducibility debate [18]. These guidelines have since 
been extended to include software and protocols, recognizing that much 
of the scientific process generates such products [14]. With ReflectDetect 
being open source, it allows researchers using different camera systems 
to develop and integrate their own calibration functions tailored to their 
equipment. This flexible and collaborative approach enables precise 
corrections that account for the unique characteristics of various cam
eras, resulting in more accurate reflectance measurements. It further 
fosters community-driven enhancements of ReflectDetect and other tools, 
benefiting the broader remote sensing community. ReflectDetect is 
distributed under the GNU General Public License v3.0 and can be found 
under https://github.com/reflectdetect/reflectdetect.

6. Conclusions

ReflectDetect is an innovative, fully automated reflectance calibration 
software, programmed in Python 3, that allows in-flight calibration of 
2D snapshot multi-camera data. It can be easily installed via the pip 
package installer (see documentation7) for Python and allows users to 
adjust many key parameters to fine-tune the detection and calibration 
process. It is intended to facilitate and spark new research in the field of 
UAV remote sensing as the normalization of the dynamic illumination 
conditions in this field still poses significant problems.
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